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RESUMO

Esta pesquisa tem por objetivo realizar uma revisdo sistematica sobre a aplicacdo de Machine Learning
(ML) na gestdo universitaria. O estudo permite analisar pesquisas anteriores sobre o uso de algoritmos
de ML mais utilizados e destacados como os melhores, de modo a uma discussdo e agenda. As buscas
foram feitas nas bases cientificas internacionais Scopus e Web of Science, a partir das palavras-chave
Machine Learning, University, Higher Education. Foram selecionados para a amostra 32 artigos para
a analise. Os resultados apontam que a maioria das pesquisas utilizam mais de um algoritmo de ML
para realizar as previsoes € que o Support Vector Machine (SVM) ¢ o algoritmo destacado na maior
parte das pesquisas como o de melhor desempenho. Outra conclusdo identificada ¢ que boa parte dos
artigos avaliam o risco de evasdo escolar, desempenho académico do aluno, prever o resultado dos
alunos e analisar a evasdo a fim de evitar desisténcia, abandono ou atrito de cursos pelo aluno.

Palavras-chave: Gestao Universitaria; Machine Learning; Algoritmos.
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1 INTRODUCAO

Entre 2009 e 2019 e o Brasil registrou um aumento de 43,7% nas matriculas no ensino superior,
e quando falamos em instituicdes federais este crescimento foi de 59,1% (INEP, 2019). Com isso, a
gestdo destas organizagdes ¢ de grande relevancia para alcangar resultados positivos nas tomadas de
decisdo, na busca do gasto publico correto € na exceléncia universitaria.

A Gestao Universitaria (GU) pode ser entendida como sendo o ato de administrar a
universidade. Segundo Schlickmann (2013) a gestao universitaria estd em construcao, pois ela ainda
esta associada com a administragdo e outros campos como a educagdo, com isso, existe uma difusao
de conhecimento e corpos teoricos (Schlickmann, 2013). A Gestdao Universitaria ¢ considerada
complexa, pois estas instituicdes possuem processos burocraticos predominantes e passam por
frequentes mudangas por influéncias politicas e de grupos de interesse (Gomes et al.,2013).

Para colaborar com a GU, surge a Mineracdao de Dados Educacionais (MDE), que apesar de ser
um campo emergente, vem ganhando aten¢do nos ultimos anos, por poder ser utilizada para gerar
informagdes que ajudem na tomada de decisdo do processo educacional (Sultana et al., 2017). No
entanto, as instituicdes de ensino possuem um volume muito grande de dados académicos, e para
produzir as buscas e andlises destes dados ¢ necessdria uma investigacdo baseada na extragdo do
conhecimento, para isso, os algoritmos de Machine Learning (ML), aprendizado de maquina, sdao
opgoes praticaveis (Silva et al., 2020).

Os estudos com Machine Learning utilizam-se de modelos estatisticos, e tém sido usados para
previsdao de risco de algum evento ocorrer (Silva et al., 2020). Visto que, a partir da revisdo
bibliografica, observa-se que um algoritmo de ML ndo conseguem obter uma boa performance em
todos os tipos de aplicagdes, e que muitas vezes, € necessario congregar mais de um algoritmo para o
ganho de desempenho, faz-se necessario analisar os algoritmos mais utilizados e verificar os que
melhores se encaixam na pesquisa. Delen (2010) e Adekitan e Salau (2019) afirmam que um conjunto
de algoritmos apresentam um desempenho melhor do que modelos individuais (Delen, 2010);
(Adekitan & Salau, 2019).

A partir da introdugdo anterior, esta pesquisa bibliométrica justifica-se: 1°) Avaliar a producdo
das pesquisas em Machine Learning e o que elas trazem de ganho para a Gestdo Universitaria; 2°)
Avaliar as areas que mais sao utilizadas as técnicas de MDE; 3°) Analisar os algoritmos de ML para as
pesquisas relacionadas e os que trazem melhores resultados para previsao dentro da GU.

O artigo esta apresentado da seguinte forma: 1) Introdugdo, onde foi fornecido uma breve
apresentacdo do tema pesquisado e justificativa desta pesquisa; 2) Métodos, onde ¢ apresentado o

objetivo da pesquisa, como a revisao foi realizada, bases de buscas e critérios de selecao e exclusao
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dos artigos; 3) Resultados, onde ¢ exposta as caracteristicas, sintese e grafico dos resultados dos
artigos; e 4) Discussao, onde ¢ evidenciado os resultados relevantes, limitagdes, interpretagdes gerais

e implicacdes futuras.

2 METODO DE PESQUISA

Com o objetivo de analisar pesquisas anteriores sobre o tema proposto, ou temas relacionados
e fazer uma discussao da literatura foi realizada a pesquisa bibliométrica a partir das seguintes palavras-
chave: Machine Learning AND University AND Higher Education nas bases de dados Scopus ¢ Web
of Science a partir do ano de 2010. A busca foi realizada em dezembro de 2020, em todas as linguas.

Foram encontrados 244 artigos, retirados os repetidos e os que ndo se enquadraram na pesquisa,
apos ler os titulos restaram 63 artigos. Logo apo6s, foram retirados os que ndo estavam disponiveis na
integra, permanecendo 58 artigos. Na sequéncia com a leitura dos resumos, foram excluidos os que
ndo eram apresentados como foco na gestdo universitaria, ficando 37 artigos. E por fim, apds a leitura
na integra, foram excluidos 5 por ndo apresentarem os algoritmos de Machine Learning, restando assim
um total de 32 artigos.

Esta pesquisa utilizou a recomendacdo Prisma de Moher et al. (2009) e apresentou o

fluxograma da Figura 1.

Figura 1 - Fluxograma pesquisa bibliométrica prisma
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Fonte: Elaboragdo propria.

Na secdo 3 serdo abordados os resultados da pesquisa bibliométrica, trazendo as caracteristicas

dos artigos selecionados, as sinteses e graficos.
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3 DISCUSSAO E ANALISE DE RESULTADOS

Com a pesquisa observou-se que os anos de 2019 e 2020 foram os mais evidentes, fornecendo
26 dos 32 artigos. Também se verificou que 29 destes eram na lingua inglesa, 2 em espanhol e 1 em
portugués.

O Continente asiatico ¢ o mais significativo nas publica¢des com 21 representacdes, sendo que
a China ¢ retratada em 5 artigos e Taiwan em 4, seguidos da Europa com 12 e América com 9
representacdes. Observa-se que um artigo pode ser representado por mais de um pais ou continente.
Apesar de apenas uma das pesquisas estar na lingua portuguesa, o Brasil est4 representado em 3 artigos.
Destaca-se Costa et al. (2017), em que na data da busca nas bases de dados, possuia 113 citagdes. A

Figura 2 representa a disposi¢ao dos artigos por continente.

Figura 2 - Divis2o dos artigos por continente

Continente Quantidade Quantidade X Continente

Asia 21 Africa

Europa 12 ' .

América 9 América i
Africa 4 9.1 Asia
Oceania 1

Europa

Fonte: Elaboragdo propria (2021).

As palavras-chave mais utilizadas foram Machine Learning com 13 citacdes, Higher
Education/Educagido Superior/Educacion Superior com 9 citagdes, Educational Data Mining com 8
citagcdes e Learning Analytics com 6 citagdes. A Figura 3 representa o nimero de vezes que a palavra-

chave foi citada em um artigo.
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Figura 3 - Palavras-chave mais apresentadas nos artigos
15

10

Machine Learning Learning Analytics Higher Educational Data
Education/Educacao Mining
Superior/Educacion
Superior

Fonte: Elaboragao propria (2021).

No tocante aos objetivos dos artigos, 6 deles tem como objetivo principal prever resultados
académicos dos alunos, 6 analisar a evasdo para evitar desisténcia, abandono ou atrito, 5 prever alunos
em risco de reprovagao, 2 prever notas dos alunos, 2 analisar a procrastinagdo de alunos, 2 prever o
desempenho académico, 1 revisar textos em pesquisas de opinides de alunos, 1 prever nimero de
alunos com baixo engajamento nos cursos, 1 propor sistema para prever caminho para alunos no ano
preparatério da faculdade, 1 explorar os comportamentos de aprendizado gerados pelos alunos, 1
propor um modelo preditivo com taxas de precisdo aprimoradas a partir da anélise de dados de alunos,
1 estudar que tipos de modelos de previsao tem melhor desempenho e 1 promover o uso intuitivo de

técnicas de analise de evasdo. A Tabela 1 mostra os artigos por objetivos similares.
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Tabela 1 - Artigos por objetivos similares

OBJETIVOS QUANTIDADE
Analisar a procrastina¢do de alunos 2
Prever notas dos alunos 2
Prever alunos em risco de reprovacao 5
Prever resultados académicos dos alunos 6
Revisar textos em pesquisas de opinies de alunos 1
Avaliar dados técnicos de alunos 1
Conhecer nimero efetivo de alunos huma plataforma 1
Analisar a evasdo para evitar desisténcia, abandono ou atrito 6
Prever nimero de alunos com baixo engajamento nos cursos 1
Propor sistema para prever caminho para alunos no ano preparatdrio da faculdade 1
Explorar os comportamentos de aprendizado gerados por alunos 1
Propor um modelo preditivo com taxas de precisdo aprimoradas a partir da analise
de dados de alunos

1
Prever o desempenho académico 2
Estudar que tipos de modelo de previsdo tem melhor desempenho 1
Promaver o uso intuitivo de técnicas de analise de evasao 1

Fonte: Elaboragao propria.

Com as pesquisas relacionadas, verificamos que uma das maiores preocupacdes da Gestdo
Universitaria ¢ a evasao escolar, principalmente quando tratado de institui¢des publicas, pois estas
precisam garantir resultados relevantes e afirmar a diplomagdo de estudantes para o mercado de
trabalho (Andifes, 1996). Do mesmo modo, conseguir prever o desempenho escolar, permitindo que
as instituigdes desenvolvam agdes antecipadas para ajudar alunos a melhorarem suas notas e,
consequentemente, formar profissionais mais capacitados e diminuir a evasdo escolar ¢ muito
importante para as institui¢cdes de ensino superior.

Para Delen (2010), as altas taxas de evasdo escolar afetam o planejamento de matriculas e
trazem uma sobrecarga de trabalho para recrutar novas alunos, ja para os alunos, desistir antes de obter
um diploma representa que o potencial humano nao foi explorado e também causando um baixo retorno

dos investimentos da institui¢ao (Delen, 2010). Para Lau (2003 apud Delen, 2010) uma das provaveis
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causas do abandono escolar pode ser a dificuldade de adaptagdo a universidade, afetando a
classificagdo, a reputagao e o financeiro da instituicdo (Lau, 2003 apud Delen, 2010).

Quanto a temporalidade dos dados utilizados para as pesquisas percebe-se uma grande
distingdo. Delen (2010), por exemplo, utilizou dados de 5 anos com os calouros de uma universidade
para fazer o gerenciamento de retencdo de alunos, ja Sultana et al. (2017) analisou os alunos do
primeiro ano de faculdade de engenharia elétrica e ciéncia da Computagdo para prever o desempenho.
Ezz e Elshenawy (2019) analisaram o comportamento dos alunos no curso preparatorio para a
faculdade, Hai-Tao et al. (2020) desenvolveu um modelo para prever o desempenho dos alunos antes
mesmo do inicio do curso, Deo et al. (2020) utilizou dados de 6 anos em multiplos cursos para
investigar e propor um modelo de previsao de desempenho, Adekitan e Salau (2019) utilizaram dados
para analisar o desempenho nos primeiros 3 anos da graduagdo para conseguir prever o resultado final
dos alunos, ja Costa et al. (2017) utilizou 2 tipos de dados de alunos que fizeram cursos de programacao

introdutoria de 10 e 16 semanas para prever a falha precoce dos alunos.

3.1 ALGORITMOS DE MACHINE LEARNING

Dos algoritmos mais utilizados nas pesquisas, 18 artigos utilizaram Support Vector Machine
(SVM), 16 Random Forest (RF), 16 Decision Tree (DT), 15 Neural Network (NN), 10 Logistic
Regression (LR), 6 K-Nearest Neighbor (KNN) e 5 Multi-Layer Perceptron (MLP). A Tabela 2
apresenta a quantidade de vezes que os algoritmos de Machine Learning foram utilizados nas

pesquisas, onde a maioria das pesquisas utilizou mais de um algoritmo.

Tabela 2 - Algoritmos de machine learning nos artigos

ALGORITMO QUANTIDADE

SVM - Support Vector Machine 18
RF - Random Forest 16
DT - Decision Tree 16
LR - Logistic Regression 10

ANN - Artificial Neural Network ou NN - Neural Network ou DNN - Deep Neural
Network ou PNN - Probabilistic Neural Network

15
KNN - K-Nearest Neighbor 6
MLP - Multilayer Perceptron 5

Fonte: Elaboragao propria.
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Delen (2010) utilizou Artificial Neural Network, Decision Tree, Support Vector Machine e
Logistic Regression para realizar a previsao, sendo que SVM foi o algoritmo que teve o melhor
desempenho. O autor afirma que dados balanceados trouxeram melhores desempenhos do que os nao
balanceados, independentes do algoritmo utilizado. Outra observa¢ao de Delen (2010) é que os
algoritmos de Decision Tree fornecem uma visao mais transparente de onde e como fazem comparando
com Support Vector Machine (Delen, 2010).

Adekitan e Salau (2019) aplicaram seis algoritmos ( Probabilistic Neural Network, Random
Forest, Decision Tree, Naive Bayes, Tree Ensemble ¢ Regressao Logistica) de forma independentes
para prever a Média Cumulativa de Notas Final dos alunos com dados dos trés primeiros anos de
graduagdo, a abordagem que apresentou o melhor desempenho foi Regressao Logistica (Adekitan &
Salau, 2019). Por fim, os autores combinaram todos os algoritmos em um modelo para obter os
beneficios de cada um juntos. Os autores utilizaram as notas do ensino médio, nivel de participagdo
das aulas, assiduidade, notas intermediarias, relatorios de laboratorios, notas de tarefas de casa,
pontuacao de seminarios, conclusdo de tarefas e notas gerais para prever a evasio escolar no ensino
superior (Adekitan & Salau, 2019).

Silva et al. (2020) empregou Regressdo Logistica, K-Nearest Neighbors, Naive Bayes, Support
Vector Machines, Decision Tree Based Methods (C trees, Baggins, Random Forest, Boosting) e
Penalized Methods (Ridge, Lasso, Elastic Net) para avaliar as melhores variaveis para a performance
de modelos.

Costa et al. (2017) selecionou os algoritmos Naive Bayes, Decision Tree, Artificial Neural
Network e Support Vector Machine para seu estudo, pois segundo o autor estas técnicas apresentam
boa eficacia em diferentes ambientes e tém sido usados para identificar alunos com falhas académicas
(Costaetal., 2017). Os resultados obtidos com os algoritmos foram parecidos, porém o Support Vector
Machine foi o que atingiu melhor efic4cia na pesquisa (Costa et al., 2017).

Gamie et. al. (2020) usou algoritmos de ML em conjunto para analisar os fatores que impactam
o desempenho dos alunos no tltimo ano de curso e propor um modelo preditivo com taxas de precisdao
aprimoradas em comparagdo com outros no mesmo conjunto de dados. Os autores também avaliaram
as caracteristicas mais significativas que podem afetar no desempenho dos alunos. O modelo de Gamie
et al. (2020) seguiu as seguintes etapas: inicializar grupos de recursos com base em fontes de dados;
gerar combinagdes possiveis de grupos de repeticdo a fim de detectar a melhor combinagdo; Aplicar
Support Vector Machine, Decision Tree e Neural Networks em cada particio (combinagdo de
caracteristicas); Aplicar Random Forest como técnica de ensacamento em cada parti¢do (combinacao

de recursos); Aplicar XgBoost e AdaBoost com Decision Tree como aprendiz base de cada particao

REVISTA ARACE, S3o José dos Pinhais, v.6, n.4, p-12074-12090, 2024

- 12081



*

Revista

AT\I—\ME

ISSN: 2358-2472

(combinacdo de recursos); selecionar o melhor classificador junto com a melhor combinagdo de
grupos; Aumentar o Support Vector Machine linear e ndo-linear ¢ o Random Forest e salvar os
resultados e; comparar a precisdo da classificagdo (Gamie et al., 2020). Nesta pesquisa, concluiu-se
que dados demograficos ndo afetam a precisdo dos resultados finais, portanto, foram excluidos para
ndo gerar esforco computacional desnecessario (Gamie et. al., 2020).

Poucos autores das pesquisas selecionadas usaram apenas um algoritmo para o estudo, € o caso
de Beaulac e Rosenthal (2019), que utilizaram Random Forest para prever se o aluno concluira seu
curso de graduacao e para prever quais cursos atraem mais os alunos. Os autores reiteram que RF sao
faceis de usar, rapidos para treinar e superam os modelos de Regressdo Linear em precisdo de
previsdes. Beaulac e Rosenthal (2019) ajustaram os classificadores de RF e os compararam com dois
modelos de regressdo logistica para prever se um aluno conclui seu curso ou ndo (Beaulac &
Rosenthal, 2019).

Outro autor que se aproveitou de apenas um algoritmo foi Chui et al. (2020), que propds um
modelo reduzido de avaliacdo com o Support Vector Machine para prever alunos em riscos € possiveis
alunos a abandonarem seus cursos. Apos, o autor realizou uma comparagdo com pesquisas
relacionadas, assim, ele concluiu que seu modelo pode ser adotado, pois reduz o tempo de treinamento
quando o conjunto de dados fornecido ¢ grande (Chui et al., 2020).

Nikolic et al. (2020) apresentou um sistema baseado em Natural Language Processing (NLP)
para avaliar textos livres expressos por alunos em pesquisa de opinides na lingua Sérvia e fazer com
que, uma instituigdo superior consiga verificar quais aspectos os alunos estdo satisfeitos ou
insatisfeitos. O autor também utilizou os algoritmos K-Nearest Neighbors (KNN), Naive Bayes e
Support Vector Machine para realizar o aprendizado de maquina e o que obteve melhor avaliacao foi
o Support Vector Machine (Nikolic et al., 2020).

Support Vector Machine, Naive Bayes, Regressao Logistica, JRip, J48, Multilayer Perceptron
e Random Forest foi utilizado por Mia et al. (2019) para prever o nimero de alunos registrados em um
semestre para ajudar no pré-planejamento de uma universidade privada de Bangladesh. Mia et al.
(2019) comparou os classificadores e o Support Vector Machine obteve melhor precisdo, j4 Random
Forest obteve menor precisdo. O autor pretende considerar mais atributos e aumentar o niimero de
universidades avaliadas no futuro (Mia et al., 2019).

Suharjito (2019) explorou os algoritmos K-Nearest Neighbor, Naive Bayes e Decision Tree
para analisar e encontrar uma melhor solugdo de modelagem na identificagdo de preditores de

abandono de alunos em uma universidade de Jacarta. Ao combinar os algoritmos com método
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Ensemble Classifier e testado varias vezes a precisdo teve melhor desempenho. Dentre os algoritmos

o que obteve melhor resultado foi 0 K-Nearest Neighbor (Suharjito, 2019).

3.2 COLETA DE DADOS

Ja na questao referente a coleta de dados, a maioria das pesquisas utilizou somente a coleta nos
bancos de dados dos sistemas académicos com representacao de 26 artigos, as pesquisas que utilizaram
coleta de dados dos sistemas académicos juntamente com um ou mais questionarios somam 4 artigos,
e as pesquisas que levaram em conta apenas questionarios somam 2 artigos.

Vidhya e Vadivu (2020) utilizaram um conjunto de questionarios abrangendo todos os aspectos
dos fatores de aprendizagem dos alunos (dados pessoais dos alunos, padriao de aprendizagem,
comportamento, fatores emocionais, inteligéncia multipla e habilidades cognitivas). A partir dos
resultados obtidos nos questionarios os autores aplicaram os algoritmos de aprendizado de maquina e
assim, conseguiram classificar os alunos nas categorias “Excelente”, “Bom”, “M¢édio” e “Ruim”. Com
os resultados, € possivel tomar medidas para melhorar o resultado dos alunos e também a reputagao da
instituicao (Vidhya & Vadivu, 2020).

Muiiz et al. (2019) utilizou numa primeira etapa os dados extraidos do sistema institucional
onde ele extraiu: dados de identificacdo, sexo, local de nascimento, nacionalidade, deficiéncia,
tamanho da familia, qualificacdo dos pais e ocupagdes atuais, nota média do ensino médio, pontuacao
do exame de admissdo universitaria, idade quando admitido, data da primeira matricula, prioridades
indicadas no aplicativo de admissdo do curso, area do conhecimento correspondente ao curso do aluno,
numero de créditos inscritos, créditos passados e pontuacao média, bolsa, situagdo académica atual e
destino de transferéncia, quando houver. Numa segunda etapa foi realizado um questiondrio
relacionado a estado civil, nivel de renda, tipo de moradia durante o curso, motivac¢ao para escolha do
curso e universidade, participacdo em atividades de boas-vindas para calouros e opinido deles, tempo
gasto com estudo, trabalho e trabalhos domésticos, avaliagao dos requisitos do programa de satisfacao
com pontuagdes, avaliagdo das relagdes pessoais, intengao de abandono e razdes, satisfagdo com a
universidade e, se caso o aluno desistiu, a situacao atual e satisfacdo com os resultados de sua decisao
(Miniz et al., 2019).

Delen (2010) empregou varidveis relacionadas ao nivel académico, caracteristicas financeiras
e demograficas dos alunos (Delen, 2010). Ja Adekitan e Salau (2019) utilizaram as notas do ensino
médio, nivel de participagdo das aulas, assiduidade, notas intermedidrias, relatdrios de laboratdrios,
notas de tarefas de casa, pontuagdo de seminarios, conclusdo de tarefas e notas gerais para prever a

evasao escolar no ensino superior (Adekitan & Salau, 2019).

REVISTA ARACE, S3o José dos Pinhais, v.6, n.4, p-12074-12090, 2024

- 12083



Revista

ARACE

ISSN: 2358-2472

Silva et al. (2020) usufruiu de dados disponibilizados pela Plataforma Lattes do Conselho
Nacional de Desenvolvimento Cientifico e Tecnoldgico (CNPq) para analisar os dados dos docentes
como tempo de graduacao, publicagdes no ano, doutorado e dedicagdo exclusiva, juntamente, com o0s
dados institucionais, onde foram retirados os dados do aluno como nota no vestibular e nota de
matematica no vestibular. Silva et al. (2020) afirma que as disciplinas de calculo estdo relacionadas
com a deficiéncia do conhecimento geral vinda da educacdo basica, por isso o uso das notas de
matematica podem influenciar de forma direta no desempenho do aluno no ensino superior (Silva et
al., 2020).

Segundo Sultana et al. (2017), quando comparado entre alguns algoritmos de ML (Regressao
Logistica, Decision Tree, Naive Bayes e Neural Networks ), Neural Networks obteve melhor
desempenho na previsdo de desempenho dos alunos, porém utilizando apenas caracteristicas
cognitivas, por isso, 0s autores avaliaram caracteristicas cognitivas e ndo cognitivas para a previsao de
abandono escolar. Para Sultana et al. (2017), caracteristicas ndo cognitivas podem ajudar a aumentar a
precisdo da predicdo de abandono. Os autores coletaram dados através de questiondrios de
autoavaliagdo, questionario de apoio social, questionario de habilidades e lideranca e questionario de
autoavaliacdo estudantil para analisar as caracteristicas ndo cognitivas dos estudantes do primeiro ano
da faculdade de engenharia elétrica e ciéncia da computacdo. Os dados coletados dos questionarios
foram pré-processados juntamente com fontes secundarias e utilizados os algoritmos de Machine
Learning (Decision Tree, Regressao Logistica, Naive bayes e Neural Networks) para classificagdo dos
dados. Sultana et al. (2017) verificou que algumas caracteristicas ndo cognitivas ajudam na previsdo e
precisdo e algumas outras caracteristicas ndo, dependendo do curso analisado, € que quando
caracteristicas ndo cognitivas sdo acopladas com caracteristicas cognitivas resultam em previsdes €
precisdes melhores. O objetivo da pesquisa foi utilizar os algoritmos de ML para gerar dados e
conseguir informar aos alunos com desempenho ruim a tempo de melhorarem seus desempenhos e
reduzir assim o abandono escolar (Sultana et al., 2017).

Gamie et al. (2019) fez a analise de um conjunto de dimensdes e cada dimensdo incluiu um
conjunto de variaveis. A analise de previsdo € aplicada para cada dimensdo, e por fim, ¢ realizada uma
comparagao entre as dimensodes. Trés fatores foram a base das variaveis: atividades dos alunos, estilo
de ensino e a categorizagdo de conteudo.

Suharjito (2019) utilizou dados demograficos e de desempenho académico (média cumulativa de notas,
avaliacdo interna, avaliagdo externa, atividades extracurriculares, historico do ensino médio e
atividades sociais para prever o aluno com risco de abandono. Segundo Suharjito (2019), nos primeiros

dois anos o género também influencia na qualidade do aprendizado, assim como caracteristicas como
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idade, restri¢des financeiras, auséncia do aluno, influéncia dos pais, oportunidade de emprego e estado

civil (Suharjito, 2019).

4 CONSIDERACOES FINAIS

O artigo teve como objetivo fazer uma revisdo sistematica com o intuito de avaliar pesquisas

anteriores que utilizaram técnicas de Machine Learning na gestao universitaria.
A pesquisa aferiu que dentro da Gestao Universitaria a maior parte dos artigos representam um
envolvimento com risco de evasao escolar, desempenho académico do aluno, conseguir prever os
resultados dos alunos e analisar a evasdo a fim de evitar desisténcia, abandono ou atrito de cursos pelo
aluno. Estes resultados mostram que a preocupagdo das institui¢des de ensino superior com a evasao
escolar ¢ grande em todos os continentes.

Também se observou que os algoritmos mais utilizados nas pesquisas foram Support Vector
Machine, Decision Tree, Random Forest, Neural Networks e Regressdo Logistica (Logistic
Regression). O algoritmo que se destaca ¢ Support Vector Machine, apresentando melhor precisao em
boa parte das pesquisas. J4 o Decision Tree foi considerado o mais transparente. Outro que trouxe bons
resultados foi Random Forest, que pode ser facil de usar e treinar. Apesar de Naive Bayes ndo estar
entre os algoritmos mais utilizados nas pesquisas, ele obteve os melhores resultados no trabalho de
Gamie et al. (2019).

Random Forest, Support Vector Machine, Naive Bayes, Decision Tree e XGBoost foram usados
individualmente em algumas pesquisas. Apesar de alguns autores preferirem aplicar apenas um
algoritmo, no geral, os estudos mostram que as utilizagdes de um conjunto de algoritmos selecionados
trazem uma melhor previsao dos resultados.

O Brasil esta representado nas pesquisas com 3 artigos, destacando o artigo de Costa et al.
(2017) o qual tem um grande numero de citagdes (113). Porém, os artigos mais aceitos limitam- se a
lingua inglesa.

Por fim, este artigo ajudou a analisar os algoritmos mais utilizados e os que obtém melhor desempenho
nas pesquisas com Machine Learning, os objetivos das pesquisas e averiguar, além de outros paises, o
que o Brasil tem desenvolvido no tema.

Pretende-se aprofundar o estudo nos algoritmos de ML mais utilizados nas pesquisas avaliadas
e analisar como eles se desempenham na evasdo escolar no ensino superior brasileiro, analisar os
fatores que mais impactam na evasao escolar as institui¢des federais brasileiras, e a partir disso, utilizar

os algoritmos que mostram eficicia nas pesquisas relacionadas para o treinamento e testes da base de
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dados de uma institui¢do federal do Brasil e propor um modelo de previsdo de evasdo escolar para as

IFES brasileiras.
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