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RESUMO

A previsao de vendas constitui um elemento estratégico para a industria cervejeira, setor caracterizado
por elevada sazonalidade e variagdes significativas associadas a fins de semana, feriados e eventos
festivos. Modelos estatisticos tradicionais, embora amplamente utilizados, apresentam limitagcdes na
captura de relagdes ndo lineares e padrdoes complexos presentes em séries temporais de demanda.
Diante desse contexto, o presente estudo objetiva avaliar a aplicagdo de algoritmos de aprendizado
de méaquina na previsao de vendas diarias de uma industria cervejeira brasileira. Para tanto, utilizou-
se um conjunto de dados historicos de vendas diarias referente ao periodo de maio de 2024 a maio de
2025, adotando-se uma divisdo temporal, na qual os dados de 2024 foram empregados para
treinamento dos modelos e os de 2025 para teste. Procedeu-se a engenharia de atributos temporais,
incluindo variaveis de calendario, indicadores de feriados, defasagens e estatisticas moveis. Foram
avaliados quatro algoritmos baseados em darvores de decisdo: Decision Tree, Random Forest,
XGBoost e LightGBM, utilizando como métricas de desempenho o coeficiente de determinacao (R?),
o erro absoluto médio (MAE) e a raiz do erro quadratico médio (RMSE). Os resultados evidenciam
que os modelos de ensemble superam significativamente a arvore de decisdo isolada, com destaque
para o XGBoost, que apresentou melhor desempenho preditivo, explicando aproximadamente 89,9%
da variancia das vendas diarias. Conclui-se que a aplicacdo de algoritmos de aprendizado de maquina,
aliada a engenharia de atributos temporais, constitui uma abordagem eficaz para a previsdo de
demanda no setor cervejeiro, oferecendo subsidios relevantes para o planejamento de producio,
estoques e logistica.

Palavras-chave: Previsdo de Demanda. Aprendizado de Maquina. Séries Temporais. Industria
Cervejeira.

ABSTRACT

Sales forecasting is a strategic element for the brewing industry, a sector characterized by high
seasonality and significant fluctuations associated with weekends, holidays, and festive events.
Traditional statistical models, although widely applied, present limitations in capturing nonlinear
relationships and complex patterns inherent to demand time series. In this context, this study aims to
evaluate the application of machine learning algorithms for daily sales forecasting in a Brazilian
brewing industry. To this end, a historical dataset of daily sales covering the period from May 2024
to May 2025 was used, adopting a temporal split in which data from 2024 were employed for model
training and data from 2025 were reserved for testing. Temporal feature engineering was performed,
including calendar variables, holiday indicators, lagged variables, and moving statistics. Four tree-
based algorithms were evaluated: Decision Tree, Random Forest, XGBoost, and LightGBM, using
the coefficient of determination (R?), mean absolute error (MAE), and root mean squared error
(RMSE) as performance metrics. The results indicate that ensemble models significantly outperform
the single decision tree, with XGBoost achieving the best predictive performance, explaining
approximately 89.9% of the variance in daily sales. It is concluded that the application of machine
learning algorithms combined with temporal feature engineering constitutes an effective approach for
demand forecasting in the brewing sector, providing relevant support for production, inventory, and
logistics planning.

Keywords: Demand Forecasting. Machine Learning. Time Series. Brewing Industry.

RESUMEN

La prevision de ventas constituye un elemento estratégico para la industria cervecera, un sector
caracterizado por una elevada estacionalidad y por variaciones significativas asociadas a fines de
semana, feriados y eventos festivos. Los modelos estadisticos tradicionales, aunque ampliamente
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utilizados, presentan limitaciones para capturar relaciones no lineales y patrones complejos presentes
en las series temporales de demanda. En este contexto, el presente estudio tiene como objetivo evaluar
la aplicacion de algoritmos de aprendizaje automatico en la prediccion de ventas diarias de una
industria cervecera brasilena. Para ello, se utilizé un conjunto de datos historicos de ventas diarias
correspondiente al periodo de mayo de 2024 a mayo de 2025, adoptandose una division temporal en
la que los datos de 2024 se emplearon para el entrenamiento de los modelos y los de 2025 se
reservaron para la prueba. Se llevd a cabo ingenieria de caracteristicas temporales, incluyendo
variables de calendario, indicadores de feriados, variables rezagadas y estadisticas moéviles. Se
evaluaron cuatro algoritmos basados en arboles de decision: Decision Tree, Random Forest, XGBoost
y LightGBM, utilizando como métricas de desempeiio el coeficiente de determinacion (R?), el error
absoluto medio (MAE) y la raiz del error cuadratico medio (RMSE). Los resultados evidencian que
los modelos de tipo ensemble superan significativamente al 4arbol de decision individual,
destacandose el XGBoost, que presentd el mejor desempetio predictivo, explicando aproximadamente
el 89,9% de la variancia de las ventas diarias. Se concluye que la aplicacion de algoritmos de
aprendizaje automatico, combinada con la ingenieria de caracteristicas temporales, constituye un
enfoque eficaz para la prediccion de la demanda en el sector cervecero, aportando insumos relevantes
para la planificacion de la produccion, los inventarios y la logistica.

Palabras clave: Prediccion de la Demanda. Aprendizaje Automatico. Series Temporales. Industria
Cervecera.
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1 INTRODUCAO

A previsao de vendas desempenha papel central no planejamento operacional e estratégico das
organizagdes, especialmente em setores caracterizados por elevada sazonalidade e forte variabilidade
da demanda. No caso da industria cervejeira, o consumo apresenta padrdes ciclicos associados a fins
de semana, feriados nacionais, eventos culturais e condi¢des climdticas, o que impde desafios
significativos a gestdo de producdo, estoques e logistica (ALVES; SILVA, 2023; DE OLIVEIRA
DIAS; FALCONI, 2018). Erros na previsao podem resultar tanto em rupturas de estoque quanto em
excesso de produtos armazenados, com impactos diretos nos custos operacionais € no nivel de servigo
ao mercado.

Tradicionalmente, a previsdo de demanda tem sido realizada por meio de modelos estatisticos
classicos de séries temporais, como os modelos autorregressivos integrados de médias modveis
(ARIMA). Embora esses modelos possuam sélida fundamentagdo tedrica e ampla aplicacao, sua
eficacia depende fortemente de pressupostos de linearidade e estacionariedade, o que pode limitar sua
capacidade de capturar relagdes complexas e ndo lineares frequentemente observadas em dados reais
de vendas (BOX; JENKINS; REINSEL, 2015; HYNDMAN; ATHANASOPOULOS, 2018).

Nos ultimos anos, técnicas de aprendizado de maquina tém sido amplamente empregadas em
problemas de previsdo de demanda, em virtude de sua flexibilidade para incorporar multiplas
variaveis explicativas e modelar padrdes ndo lineares sem a necessidade de especificagcdes
paramétricas rigidas (HASTIE; TIBSHIRANI; FRIEDMAN, 2009). Em particular, algoritmos
baseados em arvores de decisdao e métodos de ensemble, como Random Forest e técnicas de gradient
boosting, tém demonstrado desempenho superior em aplicacdes de previsao no varejo € na indistria,
sobretudo quando combinados com estratégias adequadas de engenharia de atributos temporais
(BREIMAN, 2001; CHEN; GUESTRIN, 2016; KE et al., 2017).

Estudos recentes indicam que a incorporacdo de varidveis de calendério, indicadores de
feriados, atributos defasados e estatisticas mdveis contribui significativamente para o aumento da
acuracia de modelos preditivos aplicados a séries temporais de vendas, ao permitir a representacao
explicita de padrdes sazonais e dependéncias temporais de curto ¢ médio prazo (BERGMEIR;
BENITEZ, 2012; HYNDMAN; ATHANASOPOULOS, 2018). Apesar desses avangos, ainda sdo
relativamente escassos, no contexto brasileiro, estudos empiricos que avaliem de forma comparativa
o desempenho de diferentes algoritmos de aprendizado de maquina aplicados a previsao de vendas
diarias no setor cervejeiro, utilizando dados reais e validacdo temporal adequada.

Diante desse contexto, o presente estudo tem como objetivo avaliar a aplicacdo de algoritmos

de aprendizado de maquina na previsdao de vendas diarias de uma industria cervejeira brasileira,
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comparando modelos baseados em arvores de decisdo, a saber: Decision Tree, Random Forest,
XGBoost e LightGBM. Para tanto, utiliza-se um conjunto de dados historicos de vendas diarias, com
divisdo temporal entre treinamento e teste, ¢ emprega-se engenharia de atributos temporais para
capturar padrdes sazonais e dependéncias historicas.

A principal contribuicdo cientifica deste trabalho consiste em fornecer uma analise empirica
comparativa do desempenho de diferentes algoritmos de aprendizado de maquina em um cenario real
da industria cervejeira brasileira, evidenciando os ganhos preditivos associados a modelos de
ensemble e técnicas de gradient boosting. Adicionalmente, o estudo contribui para a literatura ao
demonstrar que a utilizagdo de atributos temporais relativamente simples, aliada a métodos de
aprendizado de maquina robustos, pode produzir previsdes consistentes e relevantes para apoiar

decisdes gerenciais relacionadas ao planejamento de produgao, gestdo de estoques e logistica.

2 REFERENCIAL TEORICO

A previsdo de vendas constitui um elemento fundamental para o planejamento operacional e
estratégico das organizagdes, sobretudo em setores marcados por elevada sazonalidade e acentuada
variabilidade da demanda. Na industria cervejeira, o comportamento do consumo evidencia padrdes
ciclicos associados a fins de semana, feriados e eventos festivos, o que impde desafios relevantes a
gestdao da producao, dos estoques e da logistica. Diante desse cenario, a literatura especializada em
previsdo de demanda tem ressaltado a relevancia da avaliagdo comparativa de métodos preditivos,
apontando que abordagens mais flexiveis tendem a apresentar desempenho superior na modelagem
de séries temporais com padrdes complexos e nao lineares, especialmente em problemas de previsao
de curto prazo (MAKRIDAKIS; BAKAS, 2016).

No contexto da industria cervejeira, estudos indicam que o consumo apresenta forte influéncia
de fatores temporais, como dias da semana, periodos festivos e feriados prolongados, além de
aspectos culturais e climaticos (ALVES; SILVA, 2020). Esses padrdes tornam a previsdao de vendas
particularmente sensivel a escolha do método e a incorporacao adequada de variaveis explicativas

capazes de representar tais efeitos.

2.1 MODELOS TRADICIONAIS DE PREVISAO DE SERIES TEMPORAIS

Modelos estatisticos classicos, como os modelos autorregressivos integrados de médias
moveis (ARIMA), tém sido amplamente utilizados para previsdo de séries temporais em diferentes
contextos industriais. Esses modelos baseiam-se em pressupostos de linearidade e estacionariedade e

buscam capturar dependéncias temporais por meio de componentes autorregressivos ¢ de médias

~

REVISTA ARACE, S3o José dos Pinhais, v.8, n.2, p-1-14, 2026 5



ﬁ

Revista

ARACE

moéveis (BOX; JENKINS; REINSEL, 2015). Embora apresentem boa interpretabilidade e sélida
fundamentagao tedrica, sua aplicagao pode ser limitada quando a série apresenta padrdes nao lineares
complexos ou quando multiplas variaveis exdgenas influenciam o comportamento da demanda.
Além disso, a selecdo manual da estrutura do modelo e o ajuste de pardmetros podem tornar
esses métodos sensiveis a ruidos e mudancgas estruturais no comportamento das séries, fendmeno
relativamente comum em mercados dindmicos e sujeitos a alteragdes de habitos de consumo
(HYNDMAN; ATHANASOPOULOS, 2018). Tais limitagdes tém motivado a busca por abordagens

mais flexiveis e adaptativas, especialmente em aplicagdes de previsdao de vendas de curto prazo.

2.2 APRENDIZADO DE MAQUINA NA PREVISAO DE DEMANDA

Técnicas de aprendizado de maquina tém se destacado como alternativas promissoras para a
previsao de demanda, em razao de sua capacidade de modelar relagdes nao lineares e de incorporar
simultaneamente um grande conjunto de varidveis explicativas, sem a necessidade de hipoteses
paramétricas restritivas (HASTIE; TIBSHIRANI; FRIEDMAN, 2009). Diferentemente dos modelos
estatisticos tradicionais, métodos de aprendizado de maquina sao orientados predominantemente pelo
desempenho preditivo, o que os torna especialmente adequados para cenarios nos quais a acuracia da
previsao € prioritaria (FILDES; MAKRIDAKIS; STELLA, 2019).

Entre os algoritmos amplamente utilizados, destacam-se os métodos baseados em éarvores de
decisdo, que particionam o espaco de atributos em regides homogéneas, permitindo capturar
interacdes complexas entre variaveis. Contudo, arvores de decisdo isoladas tendem a apresentar
elevado risco de sobreajuste, o que compromete sua capacidade de generalizagdao (LIU; WANG;
ZHANG, 2012).

Para mitigar esse problema, técnicas de ensemble t€m sido propostas, combinando multiplos
modelos para produzir previsoes mais robustas. O Random Forest, por exemplo, utiliza o treinamento
de varias arvores em subconjuntos aleatorios dos dados e das variaveis, reduzindo a variancia do
modelo e melhorando sua estabilidade preditiva (LIU; WANG; ZHANG, 2012). J& os métodos de
gradient boosting constroem modelos de forma sequencial, de modo que cada nova arvore busca

corrigir os erros das anteriores, resultando em elevado poder preditivo.

2.3 GRADIENT BOOSTING E ENGENHARIA DE ATRIBUTOS TEMPORAIS
Algoritmos de gradient boosting baseados em arvores, como o0 XGBoost e o LightGBM, tém
alcancado desempenho de estado da arte em diversos problemas de regressao e classificacao,

incluindo aplicagdes industriais de previsdao de demanda. O XGBoost destaca-se por incorporar

~
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mecanismos de regularizacdo e otimiza¢des computacionais que contribuem para maior eficiéncia e
controle do sobreajuste (CHEN; GUESTRIN, 2016). De forma semelhante, o LightGBM foi
desenvolvido com foco em escalabilidade e eficiéncia de memoria, mantendo elevada acuracia
mesmo em grandes volumes de dados (KE et al., 2017).

A literatura aponta que o desempenho desses algoritmos ¢ fortemente influenciado pela
qualidade da engenharia de atributos, especialmente em problemas de séries temporais. A
incorporagdo de variaveis de calendario, indicadores de feriados, atributos defasados (lags) e
estatisticas moveis permite que modelos de aprendizado de méquina representem explicitamente
padrdes sazonais e dependéncias temporais, aproximando-se da estrutura subjacente da série
(BERGMEIR; BENITEZ, 2012; HYNDMAN; ATHANASOPOULOS, 2018).

Nesse sentido, estudos empiricos tém demonstrado que a combinacdo de métodos de gradient
boosting com engenharia de atributos temporais resulta em ganhos significativos de desempenho
preditivo quando comparada tanto a modelos estatisticos tradicionais quanto a abordagens de
aprendizado de maquina sem tratamento adequado da dimensao temporal (HASTIE; TIBSHIRANI;
FRIEDMAN, 2009; KE et al., 2017).

Apesar dos avangos observados na literatura internacional, ainda se identifica uma lacuna no
contexto nacional quanto a avaliacdo comparativa de algoritmos de aprendizado de mdaquina
aplicados a previsao de vendas diarias no setor cervejeiro brasileiro, especialmente em estudos que
utilizam dados reais e valida¢do temporal rigorosa. Conforme sintetizado na Tabela 1, diferentes
abordagens de previsdo apresentam caracteristicas, vantagens e limitag¢des distintas, evidenciando a
necessidade de analises empiricas que considerem tanto o desempenho preditivo quanto os desafios

associados a modelagem de séries temporais.

Tabela 1. Comparag@o entre abordagens de previsdo de séries temporais

Abordagem Cara.c te.rlst'lcas Vantagens Limitacdes
principais

Modelos estatisticos Basegdos em Interpretabilidade; base DlﬁculdadeNem

linearidade e . 1 capturar nao
(ARIMA) . . teodrica solida . .
estacionariedade linearidades
, . Particionamento Simplicidade; Alto risco de
Arvores de decisao recursivo do espago de . . )
. interpretabilidade sobreajuste
atributos
Ensemble de arvores ~ A Menor
Reducdo de variancia; . e
Random Forest com amostragem interpretabilidade
. robustez
aleatdria global
Gradient Boosting Constrl}gao sequencial Alta acurécia: Maior complexidade
(XGBoost / de drvores com modelagem néo linear computacional
LightGBM) correcdo de erros £ P
Fonte: Elaborada pelos autores, com base em Breiman (2001), Hastie et al. (2009), Chen e Guestrin (2016) e Ke et al.
(2017).
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Ademais, pesquisas recentes destacam que o desempenho desses algoritmos estd fortemente
associado a qualidade da engenharia de atributos temporais, incluindo a utilizagdo de variaveis de
calendario, atributos defasados e estatisticas mdveis, capazes de representar dependéncias temporais
e padrdes sazonais de forma eficaz (BANDARA et al., 2020). Nesse sentido, o presente estudo
posiciona-se nesse contexto ao analisar empiricamente o desempenho de diferentes algoritmos de
aprendizado de maquina em um cenario industrial real, contribuindo para o avan¢o do conhecimento

aplicado a previsao de demanda no setor cervejeiro.

3 METODOLOGIA

A presente pesquisa caracteriza-se como um estudo quantitativo, de natureza aplicada, com
abordagem explicativa, cujo objetivo ¢ avaliar o desempenho de diferentes algoritmos de aprendizado
de maquina na previsdo de vendas diarias de uma industria cervejeira brasileira. O delineamento
metodoldgico foi estruturado de forma a garantir a replicabilidade dos experimentos e a validade dos

resultados, respeitando a natureza temporal dos dados analisados.

3.1 CONJUNTO DE DADOS E DELINEAMENTO EXPERIMENTAL

O estudo utilizou um conjunto de dados historicos de vendas didrias de cerveja, medidos em
volume, abrangendo o periodo de 1° de maio de 2024 a 31 de maio de 2025. Os dados foram
organizados em uma série temporal continua, sem agregacgdes adicionais, preservando a granularidade
diaria necessaria para a analise de padrdes de curto prazo.

A divisdo dos dados foi realizada de forma temporal, conforme recomendado na literatura para
problemas de séries temporais, a fim de evitar vazamento de informagdo entre os conjuntos de
treinamento e teste (HYNDMAN; ATHANASOPOULOS, 2018; BERGMEIR; BENITEZ, 2012).
Assim, os registros referentes ao ano de 2024 foram utilizados para treinamento e ajuste dos modelos,
enquanto os dados de 2025 foram reservados exclusivamente para a avalia¢ao final do desempenho

preditivo.

3.2 ENGENHARIA DE ATRIBUTOS TEMPORALIS

Com o objetivo de capturar padrdes sazonais € dependéncias temporais inerentes as vendas
diarias, foi realizada a etapa de engenharia de atributos temporais, considerada fundamental em
aplicacdes de aprendizado de maquina para séries temporais. As variaveis preditoras foram

organizadas nas seguintes categorias:

REVISTA ARACE, S3o José dos Pinhais, v.8, n.2, p-1-14, 2026 8
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a) Atributos de calendario: dia da semana, dia do més, més do ano, indicador binério de fim de
semana/dia 1til e indicadores de feriados nacionais e datas festivas relevantes (como Carnaval,
Natal e Réveillon), visando representar ciclos semanais e anuais do consumo;

b) Atributos defasados (lags): valores das vendas observadas em periodos anteriores, incluindo
defasagens de curto prazo (por exemplo, 1 dia) e de natureza semanal (por exemplo, 7 dias),
permitindo modelar a dependéncia temporal direta entre observagdes consecutivas;

c¢) Estatisticas méveis: médias moveis e desvios padrao calculados em janelas deslizantes de 7 e

30 dias, com o intuito de suavizar flutuagdes pontuais e capturar tendéncias recentes da série.

Variaveis exdgenas adicionais, como dados climaticos ou informacdes de campanhas
promocionais, ndo foram incorporadas por indisponibilidade no conjunto de dados analisado,

priorizando-se, assim, atributos temporais amplamente utilizados e validados na literatura.

3.3 ALGORITMOS AVALIADOS
Foram avaliados quatro algoritmos baseados em arvores de decisdo, amplamente empregados
em problemas de regressao e previsao de demanda:

a) Decision Tree (Arvore de Decisdo): modelo de regressdo que particiona o espago de atributos
de forma recursiva, servindo como baseline por sua simplicidade e interpretabilidade;

b) Random Forest: método ensemble que combina multiplas arvores de decisdo treinadas em
subconjuntos aleatorios dos dados e das varidveis, com agregacdo das previsdes por média,
visando reduzir a variancia e aumentar a robustez do modelo (BREIMAN, 2001);

¢) XGBoost: algoritmo de gradient boosting que constrdi arvores sequencialmente para corrigir
erros residuais dos modelos anteriores, incorporando regularizagdo e otimizagdes
computacionais para controle do sobreajuste e aumento da eficiéncia (CHEN; GUESTRIN,
2016);

d) LightGBM: técnica de gradient boosting baseada em histogramas, projetada para treinamento

eficiente e uso reduzido de memoria, mantendo elevada acuracia preditiva (KE et al., 2017).

3.4 TREINAMENTO, VALIDACAO E AVALIACAO DOS MODELOS

O treinamento dos modelos foi realizado utilizando exclusivamente o conjunto de dados de
2024. Para o ajuste de hiperparametros, adotou-se validacdo cruzada com divisdo temporal,
respeitando a ordem cronologica das observagdes e evitando o uso de dados futuros no processo de
aprendizado.

‘
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A avaliacdo final do desempenho preditivo foi conduzida sobre o conjunto de teste (dados de
2025), utilizando-se métricas amplamente consolidadas na literatura para problemas de regressao:
a) Coeficiente de determinacao (R?), que mede a propor¢ao da variancia explicada pelo modelo;
b) Erro absoluto médio (MAE), que expressa o erro médio em termos absolutos, facilitando a
interpretagdo pratica;
¢) Raiz do erro quadratico médio (RMSE), que penaliza erros maiores e fornece uma medida

sensivel a desvios extremos.

Essas métricas permitem uma analise comparativa consistente entre os modelos, considerando

tanto a acuracia quanto a estabilidade das previsoes.

3.5 CONSIDERACOES ETICAS E LIMITACOES METODOLOGICAS

Os dados utilizados neste estudo ndo contém informagdes pessoais ou sensiveis, restringindo-
se a registros agregados de vendas, o que dispensa procedimentos formais de consentimento ético.
Como limitagdes metodoldgicas, destacam-se a auséncia de varidveis exogenas relevantes, como
clima e acdes promocionais, € a andlise restrita a uma Unica industria cervejeira, o que pode limitar a
generalizacdo dos resultados. Ainda assim, o delineamento adotado permite avaliar de forma robusta

o potencial dos algoritmos de aprendizado de maquina em um cendrio real de aplicacao industrial.

4 RESULTADOS

Esta se¢do apresenta os resultados obtidos a partir da aplicacao dos algoritmos de aprendizado
de maquina propostos para a previsao de vendas diarias de uma industria cervejeira brasileira. Os
modelos foram avaliados com base no desempenho preditivo sobre o conjunto de teste,

correspondente aos dados do ano de 2025, preservando-se a integridade temporal da série.

4.1 DESEMPENHO DOS MODELOS DE PREVISAO
A Tabela 2 apresenta os resultados quantitativos dos quatro algoritmos avaliados — Decision
Tree, Random Forest, XGBoost e LightGBM — considerando as métricas coeficiente de

determinagdo (R?), erro absoluto médio (MAE) e raiz do erro quadratico médio (RMSE).
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Tabela 2. Comparag@o do desempenho dos modelos de previsdo de vendas diarias

Modelo R? MAE RMSE
Decision Tree 0,700 380,5 480,2
Random Forest 0,850 250,0 320,0
LightGBM 0,880 2123 275,6
XGBoost 0,899 198.4 263,5

Fonte: Elaborada pelos autores.

Observa-se que os modelos do tipo ensemble apresentaram desempenho superior ao da arvore
de decisdo isolada. O XGBoost obteve o maior valor de R?, explicando aproximadamente 89,9% da
variancia das vendas didrias, além de apresentar os menores valores de MAE e RMSE. O LightGBM
apresentou desempenho proximo, seguido pelo Random Forest, enquanto a Decision Tree apresentou

os maiores erros de previsao.

4.2 ANALISE GRAFICA DAS PREVISOES

Para complementar a analise quantitativa, a Figura 1 apresenta uma comparagao visual entre
os valores reais de vendas e as previsdes geradas pelo modelo de melhor desempenho (XGBoost), ao
longo do periodo de teste.

A inspecdo visual indica que o modelo XGBoost acompanha a dindmica da série temporal ao
longo do periodo analisado, capturando padrdes sazonais semanais e oscilagdes ao longo do periodo
analisado. Diferencas pontuais entre valores observados e previstos concentram-se em dias atipicos,
possivelmente associados a fatores ndo modelados, como promog¢des especificas ou variagdes

climaticas.
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Figura 1. Vendas reais e vendas previstas pelo modelo XGBoost no periodo de teste.

Fonte: Elaborada pelos autores.

5 CONCLUSAO

O presente estudo teve como objetivo avaliar a aplicacdo de algoritmos de aprendizado de
maquina na previsdo de vendas didrias de uma industria cervejeira brasileira, comparando o
desempenho de modelos baseados em arvores de decisdo em um cenario real de dados historicos.
Para tanto, empregou-se um delineamento experimental que respeitou a natureza temporal da série,
aliado a engenharia de atributos temporais para capturar padrdes sazonais e dependéncias historicas.

Os resultados obtidos demonstraram que os modelos do tipo ensemble apresentaram
desempenho superior a arvore de decisao isolada, evidenciando maior capacidade de generalizagdo e
precisdo preditiva. Entre os algoritmos avaliados, o XGBoost destacou-se ao explicar
aproximadamente 89,9% da variancia das vendas didrias, além de apresentar os menores valores de
erro absoluto médio e raiz do erro quadratico médio. O LightGBM também apresentou desempenho
elevado, reforcando a adequagdo de métodos de gradient boosting para problemas de previsdao de
demanda com elevada sazonalidade.

Do ponto de vista cientifico, a principal contribuicao deste trabalho consiste em fornecer uma
analise empirica comparativa do desempenho de diferentes algoritmos de aprendizado de maquina
aplicados a previsao de vendas diarias no contexto da industria cervejeira brasileira, area ainda pouco
explorada na literatura nacional. Adicionalmente, os resultados indicam que a utilizag¢do de atributos
temporais relativamente simples, quando combinada a modelos robustos de aprendizado de maquina,

pode produzir previsdes consistentes, mesmo na auséncia de variaveis exdgenas mais complexas.
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Sob a perspectiva gerencial, os achados sugerem que a adogao de técnicas de aprendizado de
maquina pode apoiar decisdes relacionadas ao planejamento de produgdo, gestdo de estoques e
logistica, contribuindo para a redugao de rupturas e de excessos de estoque. Ainda que o estudo se
restrinja a uma Unica industria, os procedimentos metodoloégicos adotados sdo replicaveis e podem
ser estendidos a outros contextos industriais com caracteristicas semelhantes.

Como limitagdes, destacam-se a auséncia de varidveis exogenas relevantes, como dados
climaticos e informagdes sobre campanhas promocionais, bem como a analise centrada em um tnico
conjunto de dados. Como trabalhos futuros, recomenda-se a incorporagdo de novas fontes de dados,
a avaliag¢do de algoritmos adicionais — como CatBoost e redes neurais — e a ampliagdo do estudo
para multiplas linhas de produtos ou diferentes empresas do setor, de modo a ampliar a generalizagdo
dos resultados e aprofundar a compreensao dos fatores que influenciam a demanda no mercado

cervejeiro.
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